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Abstract  
In order to elucidate interactions between climate change and biogeochemical processes and to provide

a tool for comprehensive analysis of sensitivity, uncertainty, and proposed climate change mitigation
policies, we have developed a zonally averaged two-dimensional model including coupled biogeochemical
and climate sub-models, as a part of an Integrated Global System Model. When driven with calculated or
estimated trace gas emissions from both anthropogenic and natural sources, it is designed to simulate
centennial-scale evolution of many radiatively and chemically important tracers in the atmosphere.
Predicted concentrations of chemical species in the chemistry sub-model are used interactively to calculate
radiative forcing in the climate sub-model which in turn provides winds, temperatures, and other variables
to the chemistry sub-model.

Model predictions of the surface trends of several key species are close to observations over the past
10-20 years. Predicted vertical distributions of climate-relevant species, as well as seasonal variations, are
also in good agreement with observations. Runs of the model imply that, if the current increasing trends
of anthropogenic emissions of climate-relevant gases are continued over the next century, the chemical
composition of the atmosphere would be quite different in the year 2100 than that currently observed. The
differences involve not only higher concentrations of major long-lived trace gases such as CO2, N2O, and
CH4, but also about 20% lower concentrations of the major tropospheric oxidizer (OH free radical), and
almost double the current concentrations of the short-lived air pollutants CO and NOx.

1. Introduction

Concerns about future climate change involve not only the impact of increases of long-lived
trace gases in the atmosphere on the climate (e.g., surface temperature, precipitation, and cloud
coverage), but also the influence of climate change on atmospheric chemical processes and the
possible effects of products of these processes, such as aerosols, on climate.

The lifetimes of chemical species in the atmosphere are affected by many processes, including
atmospheric transport, chemical reactions, wet and dry deposition, exchange with the ocean or
vegetation, and emissions from both human-related and natural processes. One needs to include
treatment of each of these processes to address accurately the climatic effects of atmospheric
chemical species and the influence of climate change on atmospheric chemistry. To address
feedbacks between chemistry and climate it is clear that a coupled numerical model including
explicit descriptions of both climate dynamics and atmospheric chemistry is needed.

In recent years, models addressing both climate and chemistry with various levels of coupling
between these two components have been developed (e.g., Hauglustaine, et al., 1994; Taylor and
Penner, 1994; Roelofts and Lelieveld, 1995; Moxim, et al., 1996; Levy II, et al., 1997).
However, to quantify the magnitude and uncertainty of the effects on climate of long-lived trace
gases (and vice-versa), a large number of long (≥ 100 years) transient integrations using fully
coupled models with special attention to surface fluxes need to be carried out. A model would in
particular have to be computationally efficient so that many runs can be made in order to
understand the relative importance of various climate-chemistry feedbacks, to determine sensitivity
of the results to the many critical assumptions in sub-models, and (through comparison with
observations) to make improvements. Constructing such a coupled model is both a theoretical and
computational challenge.
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Toward the goal of obtaining a better quantification of climate-chemistry interactions and their
uncertainty, we have developed a coupled global-scale modeling system including a global climate
model and an atmospheric chemistry model. This system is designed to predict as functions of
time, latitude and altitude, the zonally-averaged concentrations of the major chemically and
radiatively important trace species in the atmosphere. The chemistry and climate sub-models in this
system are fully interactive. Specifically, the transport of chemical species is driven by dynamical
variables predicted by the climate model and the calculations of gaseous and aqueous phase
reactions are based on the temperatures, radiative fluxes, and precipitation rates computed in the
climate model. Predicted mixing ratios of trace species are then used in turn to calculate the
radiative forcing in the climate model.

This paper describes the coupled model in detail, with a special focus on the chemistry
component which has not yet been published. Results from a 124-year ‘reference’ run and tests of
the model using observational data are then presented. The last section provides a critique of these
results and some conclusions. Further analyses focusing on the dynamics of the interactions
between atmospheric chemistry and climate change are discussed in another paper.

2. Model Description

The climate sub-model used in the coupled model is the MIT two-dimensional (2D) land-ocean-
resolving (LO) statistical-dynamical model (Sokolov and Stone, 1995, 1997). It is a modified
version of a model developed at the Goddard Institute for Space Studies (GISS) (Yao and Stone,
1987; Stone and Yao, 1987, 1990). The original version of the 2D model was developed from the
3D GISS General Circulation Model (GCM) of Hansen, et al. (1983). As a result, the model’s
numerics and parameterizations of physical processes, such as radiation and convection, closely
parallel those of the GISS GCM. The 2D-LO model solves the primitive equations as an initial
value problem. The grid used in the model consists of 24 divisions in latitude (corresponding to a
resolution of 7.826 degrees) and nine divisions in the vertical (two in the planetary boundary layer,
five in the troposphere, and two in the stratosphere). The important feature of the 2D-LO model,
from the point of view of coupling chemistry and climate dynamics, is the inclusion in its radiation
code of all significant greenhouse gases, such as H2O, CO2, CH4, N2O, CFCl3, CF2Cl2, and
ozone, along with 12 types of aerosols.

One special aspect of this model is that its statistical-dynamical module for predicting climate is
20 times faster than three-dimensional models with similar latitudinal and vertical resolution. While
two dimensional, it resolves the ocean and land separately at each latitude and reproduces many
characteristics of the current zonally-averaged observed climate. The responses of this model to
varies climate forcings are similar to those of three-dimensional GCMs. The 2D-LO model is
already fully described in Sokolov and Stone (1995, 1997). The focus of this paper is primarily on
the chemistry sub-model and on the coupling of these two sub-models.

Our chemistry sub-model is designed to use the same coordinate system as the climate sub-
model. It has 25 chemical species including CO2, CH4, N2O, O3, CO, H2O, NOx, HOx, SO2,
sulfate aerosol, and chlorofluorocarbons. Denoting zonally-averaged variables with over-bars and
deviations from zonally-averaged variables with primes, the zonally-averaged mole fraction of any
chemical species C , is predicted by solving the following mass conserving equation:
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Here, PS, P, and PT represent pressure at the surface, at an arbitrary grid point, and at the top of the
atmosphere (fixed at 10 hPa), η is latitude, a is the Earth’s radius, and ν is the meridional wind
speed. The right hand side of equation (Eq.) 1 includes all the major chemical source and sink
terms, as well as the advective term as described by Eq. 4.

The continuity equations for CFCl3, CF2Cl2, N2O, O3, CO, CO2, NO, NO2, N2O5, HNO3,
CH4, CH2O, SO2, and H2SO4 include convergence due to transport (advection, eddy diffusion,
and convection) whereas the remaining very reactive atoms, free radicals, or molecules are
assumed to be unaffected by transport (photochemical steady-states) due to their very short
lifetimes. Water vapor and air (N2 plus O2) densities are computed in the climate sub-model. The
climate sub-model also provides the wind speeds, temperatures, solar radiative fluxes, and
precipitation fluxes used in the chemical simulations.

2.1 Advection

The advection scheme is fourth-order and positive-definite (Wang and Chang, 1993; Wang and
Crutzen, 1995), and based on a scheme suggested by Bott (1989a, b, 1993). It is used in a time-
splitting procedure to calculate advection along each spatial dimension in order. Then a non-
oscillating scheme is used to limit the numerical errors induced by possible overestimation of
fluxes during the advective calculations (Smolarkiewicz and Grabowski, 1990). Finally, a mass
adjustment for correcting the error induced by time-splitting and non-convergence-free wind fields
is used (Kitada, 1987).

2.2 Eddy Diffusion and Convective Transport

The parameterization developed by Stone and Yao (1990) for meridional eddy diffusion of
water vapor and temperature in zonally-averaged models has been used in this model for all
transported chemical species.

From Stone and Yao (1990), the meridional component of the eddy flux ( ' ' )v Ψ  is
parameterized in terms of a horizontal diffusion coefficient Kyy, assuming that the motions related
to baroclinic waves are quasi-horizontal:
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The vertical component of the eddy flux is similarly obtained using the same formula and vertical
eddy diffusion coefficient Kzz as proposed by Stone and Yao (1990) for water vapor.

To eliminate numerical noise and correct an apparent underestimate of the horizontal eddy
fluxes in the tropical regions, we applied a second-order horizontal diffusion term in the model
with a constant diffusion coefficient KH of 8 × 105 m2/s, which is significantly smaller than the
typical eddy coefficients of 2 to 4 × 106 m2/s in midlatitudes. Sensitivity runs have shown that,
without this diffusion term, the model produces gradients of the passive tracer CFCl3 defined by
the differences between mole fractions in the midlatitudes of the Northern and Southern
Hemispheres, which are to high compared to observations. Runs with this added weak diffusion
as discussed later provide an excellent fit to this gradient and its evolution in time.

Vertical transport of chemical species by dry and moist convection is included, as well as
vertical mixing by turbulence in the planetary boundary layer. These sub-grid scale processes are
both treated using the same schemes used for water vapor in the climate model (Hansen, et al.,
1983).

2.3 Chemistry and Deposition

There are 41 gas-phase and 12 heterogeneous reactions in the model. The gas-phase chemistry
has three major parts: tropospheric O3-HOx-NOx-CO- CH4 reactions (following Crutzen and
Zimmermann, 1991), tropospheric SO2-sulfate reactions, and stratospheric chlorofluorocarbon and
N2O removal reactions (Table 1). In its present form, the chemistry model uses specified
stratospheric photochemical destruction rates computed off-line in recent runs of a global three-
dimensional stratospheric model (Golombek and Prinn, 1986, 1993). The latter destruction rates
yield global atmospheric life times of 46 years for CFCl3, 120 years for CF2Cl2, and 150 years for
N2O.

We use the Livermore Solver for Ordinary Differential Equations, or LSODE (Hindmarsh,
1983), with certain modifications, to solve the characteristically stiff ordinary differential equations
involved in modeling the tropospheric chemistry. To reduce the size of the matrix to be inverted in
LSODE, we assume a quasi-steady state for the atoms and free radicals with very short lifetimes
(e.g., O(3P), O(1D), H, NO3, CH3, CHO, CH3O, CH3O2, HOSO2, and SO3). Tests of the quasi-
steady state assumption have been carried out using both a zero-dimensional “box” gas-phase
chemistry model and our fully coupled climate and chemistry model. These tests show that the
simplified version with quasi-steady states provides results very similar to a more comprehensive
version without these approximations, and, greatly reduces the computational time.

Dissolution of soluble gases in precipitating water is included in the wet deposition term in the
model (Table 2) and the precipitating water is removed at each time step assuming no further
aqueous reactions. The impact of these heterogeneous reactions, therefore, is primarily on the
gaseous phase component of chemical species. For a chemical species, the ratio of its gaseous
phase to its aqueous phase component is (Seinfeld, 1986):

r
M aq

M g

HpL

p RT
HRTL= = =( )

( ) /
[10]

where M(aq) is the aqueous phase concentration and M(g) is the gaseous phase concentration, both
in moles per liter of atmospheric air; p and H are the partial pressure (atm) and the effective
Henry’s Law coefficient (mole l-1 atm-1) respectively of the species; R is the gas constant (0.082
atm mole l-1 K-1); T is temperature in degrees K; and L is the volume of condensed water per unit
volume of air, which is ≅  10-3 times the molar mixing ratio of condensed water. If M0(g) represents
the concentration of the species in the gas phase before the calculation of wet scavenging, the post-
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scavenging gas phase concentration M(g) can be derived from Eq. 10 combined with the
requirement for conservation that M(g) = M0(g) - M(aq) = M0(g) - r M(g) to yield

M g
M g

r
( )
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+

0

1
[11]

Dry deposition of some of the chemical species (NO, NO2, HNO3, N2O5, O3, H2O2, and
CH3O2H) has been formulated in this model based on previous work (Hough, 1991; Kanakidou,
et al., 1991; Hauglustaine, et al., 1994).

2.4 Carbon Sinks

We have included two major net sinks of CO2 in our model: land biospheric uptake (primarily
by vegetation in the Northern Hemisphere) and oceanic uptake. A fixed value of 1.9 PgC per year
is assumed for the current land biospheric uptake of CO2 consistent with IPCC (1994) estimates.
Runs of a terrestrial ecosystem model (Xiao, et al., 1997) driven by rising CO2 and changing
climate have indicated that land uptake may vary with time (Prinn, et al., 1997). This possibility
will be addressed in later versions of the chemistry/climate model run interactively with the
terrestrial ecosystem model. The oceanic uptake of CO2 is calculated using an ocean carbon model
(Prinn, et al., 1997), which includes inorganic chemistry in the ocean surface water and transport
of dissolved inorganic carbon to the deep ocean using the same scheme as used for heat in the 2D-
LO climate sub-model.

The oceanic uptake of CO2 at 22 latitudinal grid points (from 90 ˚N to 74 ˚S) are calculated
each day by the ocean carbon sub-model based on the predicted surface winds, atmospheric
concentrations of CO2, and oceanic distributions of temperature and dissolved inorganic carbons.
Predicted rates of this oceanic uptake are about 2.0 PgC/yr for the 1980s and increase thereafter to
8.4 PgC/yr in 2100. In the present version of our model, the land biospheric uptake (1.9 PgC/yr)
is treated by removing appropriate amounts of CO2 hourly at each grid point of the model with no
attempt to simulate the substantial seasonal cycle in this uptake.

2.5 Emissions

Emissions of CO2, CH4, N2O, CFCl3, CF2Cl2, CO, NO, and SO2 are considered. Except for
the two chlorofluorocarbons, all emissions are divided into natural and anthropogenic emissions.
Both are functions of latitude and include many sub-categories. Values for, and distributions of
these emissions are based on previous research: Prinn, et al. (1990) for N2O before 1990s; Hartley
and Prinn (1993) for CFCl3 and CF2Cl2 up to 1992; AFEAS (1993) and Fisher, et al. (1994) for
CFCl3 and CF2Cl2 after 1992; IPCC (1994) for CO2; Fung, et al. (1991) for CH4; Spiro, et al.
(1992) for SO2; Hough (1991), Law and Pyle (1993), and Crutzen and Zimmermann (1991) for
CO and NOX; and the GEIA data set (Graedel, 1994) for SO2. Figure 1 shows the latitudinal
distributions of emissions used in our simulations up to the year 1985. After 1985, latitudinal
distributions of CO, NO, and SO2 are predicted and change with time.

In the present simulations, the total annual natural emissions of CH4, N2O, CO, NO, and SO2

are treated as constants with time. Specifically, the assumed natural emissions of CH4, N2O, CO,
NO (exclusive of lightning), and sulfur are 130 Tg/yr, 9.1 Tg(N)/yr, 158.6 Tg(C)/yr,
10 Tg(N)/yr, and 12.8 Tg(S)/yr respectively. Production of NO by lightning is assumed to be
5 Tg(N)/yr in all years but distributed as a function of both latitude and season in each year
(Kumar, et al., 1995). Runs of a natural emissions model driven by changing climate and land
ecosystems indicate significant changes in natural N2O and CH4 emissions are possible (Liu, 1996;
Prinn, et al., 1997). This will be studied in later versions of the chemistry/climate model.
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The treatment of anthropogenic emissions other than chlorofluorocarbons consists of two parts:
(1) from 1977 to 1985, and (2) after 1986. In the first period, the estimates are based on previous
research results as listed above. For the second period the time-varying annual amounts of
anthropogenic emissions predicted by the MIT Emissions Prediction and Policy Analysis (EPPA)
Model in 12 economic regions (Yang, et al., 1996) are mapped into emissions for each latitudinal
grid point. For the emissions of chlorofluorocarbons before 1994, values from Hartley and Prinn
(1993), AFEAS (1993), and Fisher, et al. (1994) are assumed. After 1994 emissions decrease
linearly to zero values after the year 2000. To achieve reasonable mixing efficiency and numerical
stability, all the emissions except for those of NO from lightning are added uniformly each day into
the lowest two layers of the model.

2.6 Coupling of Sub-Models

The coupling of the chemistry and climate sub-models in the system is two-way (i.e., fully
interactive or on-line). The advection of chemical species is driven by the predicted winds provided
by the climate sub-model every 20 minutes. The other transport processes (convection and eddy
diffusion) and the wet and dry deposition rates are calculated every hour (i.e., three times the
climate sub-model time step). The gas-phase chemistry is solved with three-hour time steps using
solar radiation fluxes, temperatures, and water vapor mixing ratios calculated by the climate sub-
model. Predicted mole fractions of radiatively active gases, specifically CO2, N2O, CH4, CFCl3,
CF2Cl2, and optical depths of sulfate aerosol, are used in turn every five hours by the climate sub-
model to derive their contributions to radiative forcing. In the current version of the chemistry sub-
model, the radiative forcing due to the predicted sulfate derived from anthropogenic SO2 is applied
as an additional forcing (both direct and indirect) to a constant background aerosol forcing in the
climate sub-model. It is interpreted as the additional radiative forcing due to anthropogenic sulfur
emissions and is applied only to the land fraction of the climate sub-model at each relevant latitude.
The aerosol direct effect is computed from the predicted concentrations of sulfate aerosols. The
highly uncertain indirect aerosol effect is parameterized by assuming radiative forcing by this effect
is twice that computed for the direct effect, consistent with the recent IPCC (1996) assessment.

3. Reference Run

In order to test the model, we carried out a transient simulation of “present-day” conditions and
a series of sensitivity tests using specified surface emissions of the relevant chemicals. The
“present-day” simulation period begins in 1977, enabling use of observations (e.g., Cunnold, et
al., 1994; Novelli, et al., 1992) to compare with model results. Total integration times of these
runs are 124 years (from 1977 to 2100).

Specified emissions for all the relevant species, including both natural and anthropogenic
sources, used in these runs as functions of time are summarized in Fig. 2. Except for those of
chlorofluorocarbons, which are assumed to decline linearly after 1994, all emissions increase with
time (e.g., N2O from 12 TgN/yr in 1977 to 19 TgN/yr in 2100, CO2 from 5.4 PgC/yr in 1977 to
21 PgC/yr in 2100, CH4 from 540 Tg/yr in 1977 to 1.1 Pg/yr in 2100).

3.1 Temporal Trends

As a result of the assumed increasing emissions of long-lived gases, global average mole
fractions of CO2, N2O, and CH4 rise to 745 ppm, 410 ppb, and 4.4 ppm respectively by the year
2100. The model also predicts that if the actual reduction of CFCl3 and CF2Cl2 emissions is the
same as we assume in the model, the global average CFCl3 and CF2Cl2 mole fractions will
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decrease to their 1977 levels around 2030 and after 2090 respectively (the difference between the
two being due to the much longer lifetime of CF2Cl2).

Climate sub-model results (Fig. 3) show that the global average surface temperature increases
by about 2.5 ˚C between 1990 and 2100. This increase is due to the increased radiative forcing of
the trace gases and subsequent climate-model feedbacks, and occurs despite the slightly enhanced
cooling effect of increasing sulfate aerosols over this time. Global-annual-mean cloud coverage is
predicted to drop by about 0.5% by the end of next century, while the global-mean annual
precipitation increases from 2.92 mm/day in 1990 to 3.10 mm/day in 2100. Details of other aspects
of climate-change patterns and impacts predicted by the 2D-LO model can be found in a separate
article (Prinn, et al., 1997).

Similar increases to the ones for the long-lived species are found for several short-lived species
including CO, NOx, SO2, and sulfate, again driven primarily by their increased emissions. For
example, the tropospheric average mole fraction of CO is predicted to be 180 ppb in 2100, which
is about double the current value. For NOx, in the lower atmosphere, wintertime surface mole
fractions in midlatitudes of the Northern Hemisphere rise from 420 ppt in 1996 to 885 ppt in 2100.
Increased emissions of SO2 (57% according to Fig. 2) are offset somewhat by increased wet
deposition associated with predicted rainfall increases. The maximum monthly mean value of the
SO2 surface mole fraction as seen in the midlatitudes of the Northern Hemisphere increased by
about 18% from 1996 to 2100, while the same parameter for sulfate increased by about 42%
during the winter and almost doubled in the summertime. Opposite to the trends of most short-
lived species, the concentration of tropospheric OH, the most important oxidizing species in the
lower atmosphere, is predicted to decrease by about 20% between 1990 and 2100 (Fig. 4). The
decrease is due to the predicted increases of CH4 and CO emissions (Fig. 2) and hence
concentrations (Fig. 4), offset by increased NOx emissions and modulated by changes in
temperature and humidity.

3.2 Spatial Distributions

As expected, many short-lived species are predicted to have very strong spatial and seasonal
variability. Predicted present-day CO concentrations for the Northern Hemisphere are much higher
during the wintertime than the summertime (Fig. 5). Specifically, the peak value of the CO mole
fraction in the middle and upper troposphere in the Northern Hemisphere is about 40 ppb lower in
the summer than the winter. This seasonal difference, caused by more rapid summertime removal
of CO, also affects the tropical region. Specifically, tropical and northern subtropical CO
concentrations are much higher in northern hemisphere winter than summer at all tropospheric
levels. Note also that, due to the high predicted concentrations of OH in the tropics, CO
concentrations in the tropical region are lower than those even in the free troposphere over the
Northern Hemisphere despite significant tropical CO emissions (Fig. 1).

The modeled NOx (NO + NO2) pattern has a similar seasonal variability to CO in the lower
atmosphere in the Northern Hemisphere (Fig. 6). In addition, a very interesting feature of the
predicted NOx distribution is the appearance of a band of relatively high NOx around the
tropopause at low latitudes which changes little between seasons. The source of this band is both
transport of NOx from the lower atmosphere and local production by lightning (Fig. 7). Lacking
observational data for tropical upper tropospheric NOx, we can not confirm the reality of this
prediction at this moment, although it turns out to be consistent with recent three-dimensional
model results (Levy II, et al., 1997). Note that the model does not include stratospheric downward
transport of either NOx or NOy.
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Regions with predicted high mole fractions of OH switch from the Northern Hemisphere
summer to the Southern Hemisphere summer, following the movement of the tropical convective
zone (Fig. 8). The high OH in the tropical upper troposphere results from the enhanced NOx levels
and ultraviolet fluxes as well as ample H2O and O3 levels. Note that the concentrations predicted
for OH in the upper troposphere are somewhat lower than those estimated by Prinn, et al. (1995),
which are based on CH3CCl3 observations.

From Fig. 9 we see that the seasonal variations of the SO2 distribution are not as dramatic as
those for CO and NOx, particularly in lower troposphere (below 634 hPa). Because the major
sinks of SO2 in this model are the conversion to sulfate and wet deposition, we can therefore draw
the conclusion that the combination of these two processes approximately balance both regionally
and seasonally the emissions of SO2 (see Fig. 1). In contrast to this pattern, the sulfate distribution
is quite different in different seasons (Fig. 10). The primary reason is the seasonal variation in its
production by the OH, SO2 reaction and its very high solubility. Strong wet scavenging of sulfate
gives it a short life time in the atmosphere and the long-range transport of sulfate is therefore
negligible.

4.  Comparison with Observations

4.1 Long-lived Species

Long-lived species, such as CFCl3, CF2Cl2, N2O, and CO2, are predicted and observed to be
generally well-mixed vertically in the free troposphere. Latitudinal gradients of their concentrations
exist however because of the latitudinal distributions of their sources with the magnitude of the
gradient dependent upon the rate of north-south transport. Therefore, comparisons of their
observed and predicted surface mixing ratios as functions of latitude and time are a very good
measure of the accuracy of horizontal transport rates in the model provided the latitudinal
distributions of emissions are known. For this purpose, we have used the emissions discussed
earlier in Section 2.5 together with monthly-mean measurements from the surface networks of
ALE/GAGE/AGAGE (for CFCl3, CF2Cl2, and N2O) and NOAA/CMDL (for CO2) to compare with
the outputs of our model at the same latitudes and times.

We found that simulated temporal trends and latitudinal gradients in CFCl3 and CF2Cl2 surface
mole fractions agree very well with observations at the five ALE/GAGE/AGAGE stations
(Figs. 11 and 12). Because the sources of these two chlorofluorocarbons are predominately in the
Northern Hemisphere, this agreement demonstrates that the simulation of inter-hemispheric
transport in the model is quite reasonable. The variations in time of the predicted and measured
latitudinal gradients of these species (as measured by the difference between the Ireland and
Tasmania stations) also agree very well; for CFCl3 this difference has decreased both in the model
and in observations from 15 to 20 pptv before 1990 to 5 pptv in 1995 consistent with the rapid
reduction in Northern Hemisphere emissions of this compound. The good agreement between
predicted and observed global average concentrations indicates that the model parameterization for
stratospheric losses of these species is also reasonable.

The vertical distributions of long-lived species predicted in the model have been compared with
three balloon observations at 44 ˚N (June 20, 1989;  November 5 and 10, 1990) by Ulrich
Schmidt and co-workers as reported in Fraser, et al. (1994). The model data were averaged values
from June 1989 to November 1990. For the comparison, both observational and modeled mole
fractions were expressed relative to the maximum values in each profile (Fig. 13). The observed
and modeled CFCl3 profiles so normalized are quite close in shape, although differences as high as
10% can be found at some levels.
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Our model also predicts trends of the surface mole fractions of N2O which are close to the
ALE/GAGE/AGAGE observations, especially in the Southern Hemisphere and the Tropics (Fig.
14). In the Northern Hemisphere midlatitudes, the simulated N2O mixing ratios are generally lower
than the observed ones although the predicted trends are still similar to observations. A probable
reason for this result is underestimation of the N2O emissions in the Northern Hemisphere
midlatitudes.

The model predicts oceanic uptake of carbon dioxide (~2.0 PgC/yr for the 1980s) close to the
values predicted in the more detailed models (e.g., 1.81 PgC/yr in Sarmiento, et al., 1992; 2.1
PgC/yr in Orr, 1993; both are for the 1980s), and together with the assumed terrestrial CO2 uptake,
this leads to predicted trends for the surface mole fractions of CO2 close to those observed at five
globally distributed NOAA/CMDL stations (Fig. 15). Note that the seasonal cycles in predicted
concentrations are due to transport and oceanic uptake only. The seasonal cycle in the net terrestrial
biospheric flux (positive in fall and winter and negative in spring and summer in the Northern
Hemisphere) is not included as noted earlier. Fully interactive coupling of the ecosystem model
with the current chemistry/climate model is underway and hopefully will provide a realistic
representation of this missing cyclical process.

4.2 CH4 and CO

When compared to the ALE/GAGE/AGAGE network measurements, the surface mole
fractions of CH4 predicted in our model are generally quite close to the observations but are
somewhat higher (by up to 0.1 ppm) than measured results at Samoa, Barbados, Oregon, and
Ireland (Fig. 16). Over-prediction of CH4 could be related to over-prediction of annual-average
emissions or under-prediction of annual-average OH levels in the Northern Hemisphere. Predicted
seasonal cycles at all five stations agree fairly well with observations indicating that the predicted
seasonal cycles in transport and OH concentrations at the latitudes of these stations are quite
realistic.

The major sink for atmospheric carbon monoxide is also reaction with OH and its lifetime is
much shorter (months) relative to methane (8.3 years, Prinn, et al., 1995). Therefore, zonal
variations (not of course included in our model) are much larger for CO than for the long-lived
species. The most we can expect from our zonal-mean model is an adequate simulation of
latitudinal gradients and seasonal cycles in CO. Hence, model predictions and observations for CO
at stations at specific longitudes are not expected to agree closely. We find in fact that the predicted
annual-average mole fractions and seasonal variations of CO are more reasonable in the Northern
Hemisphere than the Southern Hemisphere (Fig. 17, observational data are from the NOAA/
CMDL network, see Novelli, et al., 1992). Specifically, the model simulates the phase of the
seasonal cycles at Alaska, Colorado, Mauna Loa, and Tasmania but under-predicts the amplitude
of these cycles at Mauna Loa. Over-prediction of annual average concentrations particularly in the
Tropics and Southern Hemisphere could be due to under-prediction of OH or to the assumed CO
sources in these regions in the model being too large. It is interesting to note that a similar
overestimation in simulating short-lived species is also found in other zonally-averaged models
(e.g., Derwent, 1996).

4.3 Tropospheric Ozone and OH

Ozone is one of the key species in tropospheric chemistry. However, due to its sometimes
rapid in situ production and short life time in the troposphere, an adequate measurement network
for tropospheric ozone requires fairly high spatial and temporal resolution and a carefully designed
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distribution of stations (Prinn, 1988). Currently, such a network does not exist globally, but there
are some observations available that are useful for partial model testing.

We specifically use the ozone sounding data archived in the World Ozone Data Center for 22
selected stations, which were operated after the late 1970s and covered a wide range of latitudes to
compare with our model. Since the launching times and data retrieval levels are not standardized in
the data set, we choose the surface and the 500 hPa levels for comparisons because both appeared
in most launch records. We then derive the monthly means of these observations in order to
compare with our modeling results at the same time and location (both latitudinally and vertically).

Figure 18 shows the correlation between model and observations. In the surface layer, data are
generally symmetrically distributed about the linear relation line, but less so for data from
midlatitude Northern Hemisphere stations (marked by blue “+” label) than for other stations
(marked by red “O” label). It indicates that although the model not surprisingly overestimates or
underestimates ozone concentrations at some specific stations and times, it does reproduce the
general climatology of the latitudinal distribution of ozone outside of polluted regions. At the 500
hPa level, the model clearly underestimates O3 mole fractions in the Northern Hemisphere
midlatitudes but is again closer to observations in other regions. One plausible reason for these
results is the geographical location of the stations. Since most of these stations are located in urban
areas or close to urban areas, they may be poor representations of the zonal averages predicted in
our model at polluted latitudes.

As a chemical cleaner and reaction mediator, OH is arguably the most important free radical in
atmospheric chemistry. The globally-averaged OH concentration in the troposphere in our model
for the current time (1995) is 10.4 × 105 radical/cm3, which is quite close to the most recent
estimate of (9.7 ± 0.6) × 105 radicals/cm3 based on measurements of CH3CCl3 (Prinn, et al.,
1995). More detailed analysis indicates that the model slightly overestimates OH concentrations in
the lower troposphere but underestimates them in the upper troposphere compared with the
concentrations deduced in the eight tropospheric boxes in the Prinn, et al. (1995) analysis. Overall,
the OH distributions predicted by this model provide reasonable simulations of OH-sensitive
species as shown for CH4 and CO in the earlier section, and also in an independent study using our
model for CH3CCl3 (J. Huang, personal communication).

5. Conclusions

In order to investigate interactions between long-term changes in anthropogenic emissions and
climate and biogeochemical processes, we have developed a zonally averaged two-dimensional
model including coupled biogeochemical and climate sub-models. This model is itself a part of the
MIT Integrated Global System Model (IGSM, Prinn, et al., 1997). This model takes emissions of
multiple gases from both anthropogenic and natural sources as inputs, and predicts transport,
photochemical rates, and deposition fluxes, in order to simulate evolution of many radiatively and
chemically important species in the atmosphere. Predicted concentrations of chemical species are
used in a fully interactive procedure to calculate radiative forcing in the climate sub-model. In the
study of the centennial-scale climate change problem, the model has been shown to be a
numerically efficient tool while retaining most of the important processes in a self-consistent and
comprehensive way.

As shown from the results of a ‘reference’ run designed to be comparable to the IPCC IS92a
scenario for CO2 emissions, significant changes in concentrations of climate-relevant gases and
hence in climate variables are predicted. The modeled current-day multi-year surface trends of
several key long-lived species are generally close to observational data. Simulated vertical
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distributions of long-lived species are also in reasonable agreement with observations. For shorter-
lived species, a direct comparison between modeled results and individual station measurements
show differences that we believe can be attributed in part to the zonal-averaging in the model and in
part to emission uncertainties. At the same time, this model provides reasonable simulations of
seasonal variability and good agreement with observations in high northern latitudes. The
agreements where they exist, do not of course guarantee that the model will exactly represent the
future evolution of the atmosphere. It does however provide some confidence in the transport and
chemistry along with other features in the model, and in provides a platform for analyzing
sensitivities and uncertainties. In addition, this model should be a useful tool for analyzing policies
proposed to lower emissions.

Modeled results indicate that if the current increasing trends of anthropogenic emissions of
climate-relevant gases are continued into the next century, the chemical structure of the atmosphere
at the end of the next century would be quite different from the one we have now. The differences
include significantly higher concentrations in 2100 of major trace gases such as CO2 (745 ppmv),
N2O (410 ppbv), and CH4 (4.4 ppmv), lowered concentrations of tropospheric OH radicals (20%
decrease from the current level), and almost doubled concentrations from the current levels for the
shorter-lived species CO and NOx. As a result of this modified chemical composition, we predict a
significantly warmer climate and increased precipitation, despite the cooling effect of aerosols
included in the model.

Among the more interesting results from this model is the quantification of the two-way
feedback between climate dynamics and atmospheric chemistry. Changes in climate, specifically in
H2O, temperature, and rainfall, provide different photochemical production and loss rates for many
chemical species, while modified chemical concentrations in the atmosphere also significantly
impact the climate. These results will be discussed in more detail in another paper.

It is obvious that there are many uncertainties in a model of this type. These uncertainties
include, to name a few, effects of zonal-averaging, oceanic dynamics and interaction with the
atmosphere, the sulfate aerosol effect on the radiation, stratosphere-troposphere exchange
(especially when related to ozone), and the effect of the neglected contributions of non-methane
hydrocarbons (many of them relate to polluted regions) on tropospheric chemistry. To narrow
these uncertainties, further work is needed.
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Table 1. Gaseous Phase Chemical Reactions Included in the Model

N o . R e a c t i o n s References for Rate Constants
R1 O3 + hv  →  O(1D) + O2

DeMore, et al. (1994)
R2 O(1D) + H2O  →  2OH DeMore, et al. (1994)
R3 O(1D) + N2  →  O + N2 DeMore, et al. (1994)
R4 O(1D) + O2  →  O + O2 DeMore, et al. (1994)
R5 CO + OH  →  H + CO2 Atkinson, et al. (1992)
R6 H + O2 + M  →  HO2 + M Atkinson, et al. (1992)
R7 HO2 + NO  →  OH + NO2 DeMore, et al. (1994)
R8 NO2 + hv  →  NO + O DeMore, et al. (1994)
R9 O + O2 + M  →  O3 + M Atkinson, et al. (1992)
R10 HO2 + O3  →  OH + 2O2 Atkinson, et al. (1992)
R11 OH + O3  →  HO2 + O2 Atkinson, et al. (1992)
R12 NO + O3  →  NO2 + O2 Atkinson, et al. (1992)
R13 NO2 + OH + M  →  HNO3 + M Atkinson, et al. (1992)
R14 NO2 + O3  →  NO3 + O2 DeMore, et al. (1994)
R15 NO3 + NO2 + M   →  N2O5 + M Atkinson, et al. (1992)
R16 HO2 + HO2  →  H2O2 + O2 Atkinson, et al. (1992), Stockwell (1995)
R17 H2O2 + hv  →  2OH DeMore, et al. (1994)
R18 H2O2 + OH  →  HO2 + H2O Atkinson, et al. (1992)
R19 HO + HO2  →  H2O + O2 Atkinson, et al. (1992)
R20 HO + HO  →  H2O + O Atkinson, et al. (1992)
R21 HO + HO + M  →  H2O2 + M Atkinson, et al. (1992)
R22 CH4 + OH  →  CH3 + H2O Atkinson, et al. (1992)
R23 CH3 + O2 + M  →  CH3O2 + M Atkinson, et al. (1992)
R24 CH3O2 + NO  →  CH3O + NO2 DeMore, et al. (1994)
R25 CH3O + O2  →  CH2O + HO2 Atkinson, et al. (1992)
R26 CH3O2 + HO2  →  CH3O2H + O2 DeMore, et al. (1994)
R27 CH3O2H + hv  →  CH3O + OH DeMore, et al. (1994)
R28 CH3O2H + OH  →  CH3O2 + H2O DeMore, et al. (1994)
R29 CH2O + hv  →  CHO + H DeMore, et al. (1994)
R30 CH2O + OH  →  CHO + H2O Atkinson, et al. (1992)
R31 CHO + O2  →  CO + HO2 Atkinson, et al. (1992)
R32 SO2 + OH + M  →  HOSO2 + M Atkinson, et al. (1992)
R33 HOSO2 + O2  →  HO2 + SO3 DeMore, et al. (1994)
R34 SO3 + H2O  →  H2SO4 Atkinson, et al. (1992)
R35 CFCl3 + O(1D) →  products DeMore, et al. (1994)
R36 CFCl3 + hv →  products DeMore, et al. (1994)
R37 CF2Cl2 + O(1D)  →  products DeMore, et al. (1994)
R38 CF2Cl2 + hv  →  products DeMore, et al. (1994)
R39 N2O + hv  →  N2 + O(1D) DeMore, et al. (1994)
R40 N2O + O(1D)  →  2NO DeMore, et al. (1994)
R41 N2O + O(1D) →  N2 + O2 DeMore, et al. (1994)
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Table 2.  Aqueous Phase Chemical Reactions Included in the Model

No. Reactions
R42 H2SO4(g)  ⇔  H2SO4(aq)
R43 H2SO4(aq)  ⇔  HSO4

- + H+

R44 HNO3(g)  ⇔  HNO3(aq)
R45 HNO3(aq)  ⇔  NO3

- + H+

R46 CH2O(g)  ⇔  CH2O(aq)
R47 SO2(g)   ⇔   SO2(aq)
R48 SO2(aq) ⇔   HSO3

- + H+

R49 HSO3-  ⇔   SO3
= + H+

R50 H2O2(g)  ⇔  H2O2(aq)
R51 HO(g)  ⇔  HO(aq)
R52 HO2(g)  ⇔  HO2(aq)
R53 HO2(aq)  ⇔  H+ + O2

-

All rate constants from Pandis and Seinfeld (1989).
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 Latitude  Latitude 

Figure 1. Latitudinal distributions of relative emissions (0-1) of CFCl3, CF2Cl2, N2O, CO2, CO, CH4, NOX, and SO2.
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 Year  Year 

Figure 2. Annual emissions of CFCl3, CF2Cl2, N2O, CO2, NOX, CO, CH4, and SO2.
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Figure 3. Model predicted annual-mean and global-average values of surface temperature (expressed as the changes
from the 1990 level, top panel), cloud coverage (middle panel), and precipitation rate (lower panel).
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Figure 4. Model predicted tropospheric concentrations of OH (top panel), mole fractions of CO (middle panel), and
mole fractions of CH4 (lower panel), as functions of time.
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CO Mole Fraction in ppb 
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Figure 5. Model predicted latitudinal and vertical distributions of zonal average mole fractions of CO in January (top
panel) and July (lower panel) of 1996.



22

 NOx Mole Fraction in ppt 

 Jan.  1996

-90 -60 -30 0 +30 +60 +90
959
894

786

634

468

321

201

103
27

 P
re

ss
ur

e 
(h

P
a)

 Jul.  1996

-90 -60 -30 0 +30 +60 +90
 Latitude 

959
894

786

634

468

321

201

103
27

 P
re

ss
ur

e 
(h

P
a)

10.0 12.7 16.2 20.5 26.1 33.2 42.2 53.6 68.1 86.5 110.0

Figure 6. The same as in Figure 5, except for NOX.
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Figure 7. The same as in Figure 5, except for production rates of NO by lightning.
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HO Mole Fraction in 10-3 ppt
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Figure 8. The same as in Figure 5, except for OH.
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Figure 9. The same as in Figure 5, except for SO2.
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Figure 10. The same as in Figure 5, except for H2SO4.
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Figure 11. Comparisons between model simulated (lines) and observed (dots) surface mole fractions of CFCl3 at
five ALE/GAGE/AGAGE stations.
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Figure 12. The same as in Figure 11, except for CF2Cl2.
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Figure 13. Comparison between model simulated (line) and observed (dots) vertical profiles of CFCl3 at 44 ˚N.
Observational data are from three balloon observations (June 20, 1989; November 5 and 10, 1990) by Ulrich
Schmidt and co-workers as reported in Fraser, et al. (1994). The model data are averaged values from June 1989 to
November 1990. Both observational and modeled concentrations are expressed relative to the maximum values in
each profile (CFCl3/CFCl3max).
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Figure 14. The same as in Figure 11, except for N2O.
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Figure 15. The same as in Figure 11, except for CO2 at five NOAA/CMDL stations.
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Figure 16. The same as in Figure 11, except for CH4.
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Figure 17. The same as in Figure 11, except for CO at five NOAA/CMDL stations.



34

0 20 40 60 80 100
 Observation 

0

20

40

60

80

100
+  N.H. Midlatitude Stations

O  Other Stations

 M
od

el
 

 500hPa O3 Mole Fraction in ppb 

0 20 40 60 80 100
 Observation 

0

20

40

60

80

100
+  N.H. Midlatitude Stations

O  Other Stations

 M
od

el
 

Surface O3 Mole Fraction in ppb 

Figure 18. Comparisons between modeled and observed ozone mole fractions at surface (top panel) and 500 hPa
(bottom panel) levels. Data from the Northern Hemisphere midlatitudes are marked by red circles, data from other
stations are marked by blue crosses. Observational data are from 22 ozone sounding stations archived in the World
Ozone Data Center (WODC).


